Chapter 4 - Determinants

e System of algebraic equations can be expressed in the form of matrices.
o Linear Equations Format
ax+by=c
a,x+hby=c,
o Matrix Format:

= sl

e The values of the variables satisfying all the linear equations in the system, is called solution
of system of linear equations.

e If the system of linear equations has a unique solution. This unique solution is called
determinant of Solution or det A

Applications of Determinants

e Engineering

e Science
Economics

Social Science, etc.

Determinant

e A determinant is defined as a (mapping) unction from the set o square matrices to the set of
real numbers

e Every square matrix A is associated with a number, called its determinant
e Denoted by det (A) or |A| or A

o IfA :{a

b a b
d } then determinant of A is written as | A|= ‘ d‘ =det (A)
C C

e Only square matrices have determinants.
e The matrices which are not square do not have determinants
e For matrix A, |A| is read as determinant of A and not modulus of A.

Types of Determinant

1. First Order Determinant
o Let A =[a]be the matrix of order 1, then determinant of A is defined to be equal to a
o IfA=[a],thendet(A)=|A|=a

2. Second Order Determinant

o LetA= {aﬂ alz} matrix of order 2x2
a21 a22
a]| {}12
det (A)=|A|=A= [ =a,a,—a,d,

a:| a'}'\

2\ ,4
s
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o Eg. Evaluate
=2(2)-4(-1)=4+4=38




3. Third Order Determinant

o Can be determined by expressing it in terms of second order determinants

8; 8, &,
o Let [Al=lay a, ay
8 83 g

The below method is explained for expansion around Row 1

The value of the determinant, thus will be the sum of the product of element in line parallel
to the diagonal minus the sum of the product of elements in line perpendicular to the line
segment. Thus,

8y 8y
8, A

By A
8 Gy

8 8y
Thendet A = |A| = - +
8y By a, a, a,

| A |: a, (a22a33 - aeza'za) —a, (a21a33 - a31a23) +ay, (a21a32 - aeylazz)
The same procedure can be repeated for Row 2, Row 3, Column 1, Column 2, and Column 3

o Note
» Expanding a determinant along any row or column gives same value.
» This method doesn’t work for determinants of order greater than 3.
» For easier calculations, we shall expand the determinant along that row or column
which contains maximum number of zeros
» In general, if A = kB where A and B are square matrices of order n, then | A| = k» |
B|,wheren=1,2,3

Properties of Determinants

o Helps in simplifying its evaluation by obtaining maximum number of zeros in a row or a column.
o These properties are true for determinants of any order.

Property 1

o Thevalue of the determinant remains unchanged if its rows and columns are interchanged
o Verification:

a4 8 8
Let A=b b, b
Cl C2 C3
Expanding along first row, we get

b, bs_az‘bl by b b
C2 C3 Cl C3

A=a, +a,
= al(bZCS - bscz) -, (blc3 - bsc1) + as(blcz - b2C1)

G G

By interchanging the rows and columns of A, we get the determinant
a b ¢

A=lg, b ¢
a; b ¢




Expanding A1 along first column, we get
A=a (byc,—c,b)—a, (b c,—b,c)*ta (b c,-b,c)
Hence A = A,
Note:
» It follows from above property that if A is a square matrix,
Then det (A) = det (A’), where A’ = transpose of A
» If Ri = ith row and Ci = ith column, then for interchange of row and
* columns, we will symbolically write Ci <> Ri

Property 2
o If any two rows (or columns) of a determinant are interchanged, then sign of determinant
changes.
o Verification:
aQ & &
Let A=lb, b, b,
Cl C2 C3
Expanding along first row, we get
aal @_%P b/, [ b
C2 CS Cl C3 Cl CZ

= al(bZCS - bscz) -, (blc3 - bsc1) + as(blcz y b2C1)

By interchanging the first and third rows of A, we get the determinant

G G G
Al = bl bz b3
a a8 &

Expanding along third row, we get
A, =a,(Cby —b,C;) —a,(ch, —cpy) + a;(b,c, —bc,)
= _[a1(b2C3 - bacz) -4, (b1C3 - bECl) + as(blcz - b2cl)]

Hence A;=-A

Property 3

o If any two rows (or columns) of a determinant are identical (all corresponding
elements are same), then value of determinant is zero.

o Verification:

a b ¢
o Let A=la, b, c,| in which two rows areidenticali.e. a;- a, b:-b-and c;-cs,
% by G

» If we interchange the identical rows (or columns) of the determinant A, then A
does not change.
» However, by Property 2, it follows that A has changed its sign
» Therefore A=—AorA=0




o Property 4
o If each element of a row (or a column) of a determinant is multiplied by a constant k, then

its value gets multiplied by k
o Verification

a b ¢
Let A=la, b, ¢,
a; b, G
Let A; be the determinant obtained by multiplying the elements of the first row by k.
ka, kb kg
Then A =|a, b, ¢
a; by g

Expanding along first row, we get
Al =k a1(b2 G _b3 Cz)_k bl(a2 G, -G, as)"'k Cl(aZ bs _bz as)
=k[a,(b, c;—b; c,) -bi(a, c; —c, &) +cy(a, b, —b, ;)]

=kA
ka, kb ke a b ¢
Hence |a, b, ¢,|=kfa, b, c
a boc| [ b oG
o Property 5

o If some or all elements of a row or column of a determinant are expressed as sum of two
(or more) terms, then the determinant can be expressed as sum of two (or more)
determinants.

o Verification:

Qthy Bthy Bthy A 8 A A Ay Ay
Take | b b, b, |=|b, b, bj+lb b, b

Cl CZ CS Cl CZ C3 Cl C2 C3
a+A a+A, a;+A,
LHS=| b b, b,
Cl CZ C3

Expanding the determinants along the first row, we get
A= (8, +2,)(b,C; —Cby) — (8, +2,)(bic; —bicy) + (85 +A5)(BC, —byC))
= al(bzcs - C2b3) —&, (b1C3 B b3C1) + as(blcz - b2C1) + 7"1 (b2C3 o C2b3) - 7"2 (b1C3 - ch) + )“3 (b1C2 - bzcl)
(by rearranging terms)
& 8 A M Ay A
=b, b, bj+b b, b|=RHS.

Cl CZ C3 Cl CZ C3

o Property 6

o If, to each element of any row or column of a determinant, the equimultiples of corresponding
elements of other row (or column) are added, then value of determinant remains the same, i.e.,
the value of determinant remain same if we apply the operation




R, - R,+ 4R or C, = C,+ kC,.

o Verification

a, a, a, a, +ke, a, +kec, a;+kc
A=|b b, byl and A =| b b, b,

Let B

Where A, is obtained by the operation R; — R; + kRj.

Here, we have multiplied the elements of the third row (R3) by a constant k and added them to
the corresponding elements of the first row (R1).

Symbolically, we write this operation as R; — R; + k Rg

a, a, a, ke, ke, ke
A =|b b by\+| b b b | (Using Property 5)
G 6 G G Cr 3

= A + 0 (since R1 and R3 are proportional)

Hence A = A,

o Property 7
o If each element of a row (or column) of a determinant is zero, then its value is zero

o Property 8
o Inadeterminant, If all the elements on one side of the principal diagonal are Zero’s , then the
value of the determinant is equal to the product of the elements in the principal diagonal

Area of a Triangle
o Let (x1,y1), (X2, y2), and (xs, y3) be the vertices of a triangle, then

. 1
Area of Triangle = E[Xl(y2 —¥5) + % (Y5 = Y1) + X5 (Y, = ¥,)]

X Y
1
A= E X Y
X Y;
o Note

o Area is a positive quantity, we always take the absolute value of the determinant
o Ifarea is given, use both positive and negative values of the determinant for calculation.
o The area of the triangle formed by three collinear points is zero.

Minors and Cofactors
Minor

o If the row and column containing the element a;; (i.e., 15t row and 15t column)are removed, we
get the second order determinant which is called the Minor of element a

o Minor of an element aj;j of a determinant is the determinant obtained by deleting its ith row and
jth column in which element aj lies.




o Minor of an element aj; is denoted by Mj;
o Minor of an element of a determinant of order n(n > 2) is a determinant of order n — 1
o Eg: Find Minor o the element 6 in the determinant A given

1 2 3
4 5 6
o LetAA= 789
Since 6 lies in the second row and third column, its minor Ma; is given by
1 2
M,, = ‘7 8‘ =8-14=-6 (Obtained by deleting R2 and C3 in A)

Cofactor

o If the minors are multiplied by the proper signs we get cofactors
The cofactor of the element aj is C; = (- 1)i* M
o The signs to be multiplied are given by the rule

(@]

+ - +
_+_

+ - +

o Ifelements of a row (or column) are multiplied with cofactors of any other row (or column), then

their sum is zero.

A= a11A21 + a12A22 + a13A23

+ a12 a13 1+2 ail a13 1+3 a:I.l a12
=a, (-1 +a,(-1) +a,;(—1)
U ey Ay ¢ 8y Am 8 ay
d; &, a5
=la, &, a;,/=0(sinceR,andR, are identical)
a31 a32 a33
o Eg: Find the cofactors of the element 4 in the given determinant A
o LetA= 18N
4 3

Cofactor of 4is A, =(-1)"* M, =(-1)°(4)=—+4

Adjoint and Inverse of a Matrix

o Adjoint of a matrix is the transpose of the matrix of cofactors of the given matrix

8; 8, ag
o Let A=ja, a, ay
83 83 Ay

A A As
o Matrix formed by the cofactors are | A, A, A,

A Ay Ay




A]l AIZ A13 A]l A"’l A
adj A =Transposeof| A, A,, Ay |=|A, A, A,
ABI A32 A33 AI 3 AZB A33

o Note
o For a square matrix of order 2, given by

a ap
A=
ay Adyp

The adj A can also be obtained by interchanging a:; and a.. and by changing signs
Of a;» and aoy, i.e.

[ S

Change sign Interchange

Theorem 1

o If A be any given square matrix of order n,
Then A (adjA) =(adjA)A=AT,
Where I is the identity matrix of order n

o Verification:

a; &, Ay Ay Ay
Let A=|a, a, ay|thenadjA=A, A, A,
8y 8y Ay Ay Ay Ay

Since sum of product of elements of a row (or a column) with corresponding cofactors is equal
to |A| and otherwise zero, we have

IAl 0 0 100
A@djA)=| 0 Al 0 |ZA||0 1 0|d4A]l
0 0 |A 001

Similarly, we can show (adj A) A= A1
Hence A (adjA) =(adjA)A=A1

Singular & No Singular Matrix:

o A square matrix A is said to be singular if |[A| =0
o A square matrix A is said to be non-singular if |A |# 0

Theorem 2

o If A and B are non-singular matrices of the same order, then AB and BA are also non-
singular matrices of the same order.

Theorem 3

o The determinant of the product of matrices is equal to product of their respective determinants,
thatis, AB =|A| |B|, where A and B are square matrices of the same order




Verification

Al 0 O
We know that, (adj A)A=[A[I=| 0 |A| O
0 0 |A

Writing determinants of matrices on both sides, we have

IA] 0 0
|(adj A)Al=| 0 |A] ©
0 0 |A]
100
|(adj A)[|AlH A0 1 0
001
| (adj A) | AH A*| (1)
|(adj A)|H AJ?

In general, if A is a square matrix of order n, then | adj (A)| = |A|»
Theorem 4
o A square matrix A is invertible if and only if A is non-singular matrix.
Verification

Let A be invertible matrix of order n and I be the identity matrix of order n. Then, there exists a
square matrix B of order n such that AB =BA =1

Now AB =1. So |AB| =1 or |A| |B| = 1 (since |I|= 1, |AB|=| A||B|). This gives |A| # 0. Hence A is
non-singular.

Conversely, let A be non-singular. Then |A| # 0
Now A (adj A) = (adj A) A = |A| I (Theorem 1)

A(iadejz(iadj AjA:l
| Al | Al

AB =BA=1, where B:ﬁadj A

Aisinvertibleand A" = ﬁadj A

Applications of Determinants and Matrices

e Used for solving the system of linear equations in two or three variables and for checking the
consistency of the system of linear equations.
e Consistent system
o A system of equations is said to be consistent if its solution (one or more) exists.
e Inconsistent system
o A system of equations is said to be inconsistent if its solution does not exist




Solution of system of linear equations using inverse of a matrix
Let the system of Equations be as below:

ax+by+cz=d,

a,x+by+c,z=d,

aXx+by+c,z=d,

a b ¢ X d,
Let A=|a, b, c,|,X=|ylandB=|d,
& by G z d;

Then, the system of equations can be written as, AX = B, i.e.

a b ¢ x| |d
a, bz GLY|= dz
a, b clz| |d;
Case 1:

If A is a non-singular matrix, then its inverse exists.
AX =B

A7 (AX)=A"B (premultiplying by A™)

(A'A)X = A'B (by associative property)

1X =A"'B

X=A"'B

This matrix equation provides unique solution for the given system of equations as inverse of a
matrix is unique. This method of solving system of equations is known as Matrix Method

Case Il
If A is a singular matrix, then |A| = 0.

In this case, we calculate (adj A) B.

If (adj A) B # O, (O being zero matrix), then solution does not exist and the system of equations is

called inconsistent.

If (adj A) B = O, then system may be either consistent or inconsistent according as the system have

either infinitely many solutions or no solution
Summary
For a square matrix A in matrix equation AX = B

o |A]| # 0, there exists unique solution
o |A] =0 and (adj A) B # 0, then there exists no solution
o |A] =0 and (adj A) B = 0, then system may or may not be consistent.




